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ABSTRACT

Digital filtering is mathematical process which provides a means of fltering data numerically. The filtering
process can be carried our in the frequency domain fo discriminate sipgnal and noise bated on thelr fregquency

differences.

The digital band-pass frequency filtering has been effectively accomplizshed using a new type of digital filter.
This filter iz the remult of convolving a boxear speciral window with @ frequency shiffed Gaugsion fumction
which produces a very smooth tansition between the pass-band and the stop-band region. The slope of the
[filter iz controiled by the exponential coefficient of the Gaussion function, For @ very narrow pass-band the
exponenrial coefficlent also controls the resolution af the filter.

Experiments have been done with the Synthetic Vertical Seismic Profiles data fo prove the performance of

the filter and shows @ good resulls.

I INTRODUCTION

Seismic field data are normally recorded through
analpgue filters 1o exclude undesired noise. For
example, a low cut filter is used to attenuate ground
roll and a high cut filier is used to discriminate
against wind noise. Often a ootch filter is used
to reject power line interference, All digital ssiamic
data acquisition systems also incorporate an antd
alias filter to avokl sampling problems {g.v. section
[.E.. These electronic filters have the cffect of
mmproving the signal to nodse ratio (S/N ratio) and
thereby allow full exploitation of the available
dynamic range of the seismic recorder.

A bonus in using the analogue filters mentioned
sbove is that the interpretability of events on the
field monitor is enhanced. However, analogue
filtering is oot sufficient for detafled sejsmic inter-
pretation. Digital filtering must also be carried out
in the procesing cenire,

Digital filtering offers advantages over analopgue
filtering in the areas of accuracy, stabiity and
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flexiblity. It can also be accomplished without
phase distortion, an undersirable consequence
of all analoguee filtering operations

MMgital frequency filtering is entirely a mathe-
matical process. It provides 2 means of filtering duta
numerically in either the time domain or the fre-
quency domain. In the time domain, filtering is
performed by summing weighted mmples at succes
shve thme increments (Bobinson and Tredtel, 1964 ;
Sheriff, 1973. Al Sadi, 1980). This is in effect a
comwolution betwcen the sampled seismic trace with
a filter operator which is called the impulse response
of the fliter, Since convolution between two fime
function i equivalent to multiplication of their
Z—transforms, the procsss of digital frequency
filtering can be done more efficiently using the
Z —transform.

The use of the Z-transform has led to the innova-
tion of a much more efficient filtering technigque
which is known as recursive filtering (Golden and
Kaiger, 1964 ; Shanks, 1967 ; Mooney, 1968), Mot
all filtering can be done recursively. A considerable
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effort 15 required to find the root of high-order
and complicated rational polynomial in Z.

Since the advent of the Fast Fourier Transform
(FFT) algorithm (Cooley and Tukey, 1965), digital
frequency filtering can be carried out in 2 much
more cificient manner, The FFF enables the
sampled selsmic data to be transformed from the
time domain to the frequency domain and wice
versa very raphdly. Specification of the filter
gesponse s well as the filtering operation can
normally be implemented much more conveniently
in the frequency domain. The inverss transformati-
on of the filtered spectra back to the time domain
is also & stralght forward process,

The purpose of this papér is 1o explain the
easence of digital filtering as applied to the process-
ing of V5P data. It Is not our intention o give an
glaborate discussion on filter theory. An axhaustive
literature already exists (see for example : Gold and
Rader, 196% ; Rabiner and Rader, 1972 ; Ackroyd,
1973, Bogner and Constantinides, 1975 . Oppen-
heim and Schaffer, 1975 ; Rabiner and Gold,
1975

We propose a new cffective type of bund-pass
filter which is the result of convolving 2 boxcar
spectral window with a frequency shifted Gausslan
function.

The increase of the S/N ratie resulting from
digital frequency filtering yields & clear identificati-
an of the first breaks and other amivals in the V5P
record, More importantly, it can be used to secure
the fk spectra free from the effect of welocity/
spatial aliasing. As an additional hencfit with the
increase in the S/N ratio, the degree of coherency
of the events is also improved, which aids visual
correlation of reflections.

1. DIGITAL FILTER SYNTHESIS

A Ohvervlew

Frequency filtering & a process of discriminating
signal and nofse based on their frequency differen-
ces. Bach trace in the VSP record contains varfous
frequencies including “noise” which obscures the
signal of interest, Therefore, we nesd to design a

&

specific process which & ahle tp reject certain
frequencies.

The traditional approach in designing a digital
frequency filter involves finding a #2t of difference
equations having frequency response which slgnifi-
cantly resembles a known analogue system function
(Rader and Gold, 1967). This is because much
information is available on analogue filter design.
For example, the Butterworth and Chebyshev
analogue filters have found wide application.

Another common approach is through bilinear
transformation which uses conformal mapping to
transform a digital filter design problem into an
amlog filter design problem. Ome attraction of
this approach is that it takes into account the fact
that the impulse response of an ideal filter has an
infinite length (Infinite Impulse Response). Here,
the filtering operation is usually performed in the
tirne domain by recursion.

Another popular approach, which i simple to
implement, is to truncate the impulse response
at a certain length (Finite Impulse Responsc) but
to minimize the undesirable effect of truncation
{g.¥. section ILC.).

In designing our filter, we will use the Finite
Impulse Responise approach. In this case, the
filtering operation is best performed in the fre-
quency domain and imvolves the following steps -
1. Design the Ffilter response In the frequency

domain.

2. Transform the seismic data into the frequency
domain using FFT.

3. Multiply the result of step 1 and step 2.

4, Tnverse transform the result of step 3 back to
the time domain wslgg inverse FFT.

Care must be exercised in cach step, paying parti-

cular attention to the repetitive properties of the

FFT. Two problems that should be avoided are

alinsing and ringing. They are described in the

following tw sections.

B. Aligzing Consideration

Suppose 1 continuous seismic trace 13 represented
by a sampled time function consisting of N samples
with equal sampling interval T Let 1 be an arbitrary
integer which denotes time 1T,
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It is well known that the discrete Fourier trans-
form evaluated at sample number r is equal to the
same transform evaluated at sample number r + N
{see for example Brigham, 1974). That is, the trans-
form of a sampled function is periodic with a period
of M frequency samples.

The length of the sampled seismic trace (time
function) can be expressed in the unit of times as

T, ™ NT seconds (1)

T, can be mssumed as one peried of a periodic
waveform, s that the angular frequency can be

expressed as

i ix
¥ = — = —— radfsec

Ta NT

(2)

Thus, the perivdicity of the discrete Fourjer trang-
form can be expressed in the unit of frequency as

Wiy = My
s

s cps (3)
T

Equation { 3 ) shows that the sampling interval
establishes a repetitive spectra with & period of wy.
By nature, the seismic data should have 2 maximum
frequency of som.

Alinsing occurs if

Ly

wm:nl_ (4)

In this situation, spectrum at frequencies greater

than ™ will be folded back or allased into an
2

? =0

interval from 0 to —, This ambiguity in représent-
F

ing certain frequencies couses failure of the nverse

FFT to properly recover the original signal. In other

words, if aliasing occurs, the spectrum is corrupted

before the fltering provess is applied.

The limit of :—"' is callsd Myquist frequency.
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In designing a digital frequency filier, the highest
frequency value is abvays put well inside the Myquist

frequency.
C. Ringing/Sidelobe Consideration

The mmpled seismic trace can be considered as
1 multiplication of a continuous signal by a "comb™
function (see Kanasewich 1981, p. 110), the comb
belng & serigs of impulses with equal spacing T.
Simice we truncate the comb at M zamples, the
process |5 equivalent to multiplication of the comb
funiction by a rectangulsr or “boxcar™ function or
rectangular window of a width T (see equation 1).

The Fourjer transform of a boxcar function is
a ginc function (s2¢ for example Bracewell, 1965;
Brigh am, 1974 ; Kanagewich, 1981). Since multipli-
cation in the time domain is equivalent to perform.
ing comvolution in the frequency domain, the
process of comolution between the sine function
and every frequency component of the Fourjer
transformed seismic data takes place. As a result, a
series of spurious peaks (associsted with secondary
maxima of the sn: function) appears. This spurious
peaks are referred to as ringing or sidelobe effect.
It arizes from a sharp cut-off or sharp-cdge in one
domain,

The best known way to reduce ringing is fo
apply a window or genile taper to the data. Window-
ing is in effect smoothing the rise and fall of the
function around the cut-off values. By windowing,
the signal is disturbed slightly, but the spuriows
oscilation can be suppressed. This fechnique is
therefore a compromise. Thers is no  straight-
forward procedure to derive the shape of the best
window (Bath, 1974 ; p. 155 ; Papoulis, 1977,
p. 383). A systematic discussion on several different
types of window cyn be found in a number of
textbooks, such as Bath (1974); p. 155, Kanasewich
(1981), Rabiner and Gold (1975), Papoulis (1977);
p. 343 and Oppenheim and Schafer (1975).

For windowing purposes, we choose the Gausslan
function defined by (Champeney, 1973, p. 22).
Wiy = et (5

where @ {5 a positive constant which controls the
slope of the exponential decay. One of the reasons
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for using a Gaussian function is simply that its
Fourier transform i alse a Gaussian function which
has no tendency to oscilate. The Fourjer transform

of equation ( 5 ) is given by
[+

where w is the angular frequency,

Ill. THE NEW BAND-FASS FILTER
A. Design Criteria

Our main purpose in digital frequency fltering
is to restrict (window) the frequency range of
interest. Im this case, the windowing process auto-
matically acts as a filter since it rejects a certain
frequency band. It i obvious that the improvement
of the /N ratio can only be achieved if the fre.
quency bamd il the noise falls outside the pass-
band region.

For the reason given in section 11, the frequency
window shonld be designed a3 a band-pass filter
with the followng requirements:

1. To passa certain frequency band.

2. To suppress ringing and to avoid aliasing.

3. To operate without introducing time delay or
phase distortion to the signal.

4. To be a frequency domain operation.

In order to stisfy requirement 1, the frequency
range of the desired signals can be multiplied by
one (passband region) and the frequency range
of the urwanted signals can be multiplied by
values which are very close to zero (stopband
region). The requirement I can be achieved by
tapering the transitlon zone between passband
and stop-band. To satisly the requirement 3 and by
considering the periodicity of the spectra, the filter
response should he real and symmetrical. The
requirement 4 can be smtisfied by transforming
the sampled seismic trace to the frequency domain
using the FFT.

B. Filter Slope

An jdeal band-pass filter is a rectangular/boxcar
spectral window or the Daniel window (Kanasewich,

1981), but due to the properties discussed in
gubsection ILE., it is not wisa to simply assess the
filter performance in the frequency domaln.

We propose a new type of band-pass filter
which sccommodates the frequency domain and
time domain requirements in an optimal scnse
{s#e subsection IILC.). The principle is obvious and
the implementation is quite simple, but, to the best
of my knowledge this type of band-pass filter has
not been published elsewhere.

Consider the convolution of a boxcar speciral
window (Figure 1.a) with a normalized Gaussian
spectrum (Figure 1.b). (Note that in Figure 1 (=3
the centre frequency has been shifted to 100 Hz
in order to display the symmetry of this spectrum).
The result of the convolution can be seén in Figure
1 (c} A very smooth transition exists between
the passband and the stopband region. The slope
ar filter taper is controlled by a, the exponential
coefficient, which has been set equal to 50 in this
example. The smaller &, the steeper the slope of
the Gausslan Window. In this filter (bandwidth
§0—260 Hz), an « value of 50 corresponds to 20
dB/uctave rejection rate in the low-cut region and
—90 dB/octave rejection rate |n the high-<ut region.
Each occupies a fractional bandwidth of about 0.2.

Confirmation that this type of band pass filter
does not cause strong ringingsidelobes in the time
domain can be shown as follows. Suppose the box-
car spectral window has a band-pass of [_ and its cen-
tral frequency is f_. The inverse Fourier transform is
given by

gin JTE51.

bty = — cos 2alpl (7]

wt

The inverse Fourier transform of the normalized
Gaussian spectrum is given bys

L i

m

(8)

The impulse response of our filter can be obtained
by multiplving equations (7) and (8). Equation
{7) implies an infinite time extent. But, upon
multiplying by the exponential factor in equation
{E), the highest energy concentration is only foursl
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over a very limited extent. This explaing, that If in
practice truncation of the impulse response of our
fiter is unavojdable, the effect has been greatly
reduced. This is because we truncate the values

which are very close to zero,
BOXCAR SPECTRAL WINDOW |, 50280 HE

:
14

()

o 4 160 280 FREQUENCY (Hz)
W HORMALIZED FREQ. SHIFTED GAUSSIAN SPECTRLUM
z
E
E
Lo
a=50
1]
] 1040 FREQUENCY (Hz)
= BAND PASS FILTER : &0—180 HE H
i
= 50
(<)
() 160 &0 FREQUENCY (Hz)
Figure 1

The of band-pass filier obtained
_'::;!tﬁ: boxcar spectral whiﬁlw {:}uﬁt.ti
frequency shiffed Ganssian spectrum (b)
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C. Resolution

Suppose the low cut-off frequency is f; ane the
high cut-off frequency is fiy. The greatest resolution
of our band-pass fllter is achieved when £} = fry=
fy- In this case, #t becomes a [requency-shifted
Gausslan spectral window, a similar window which
wag used by Driewonski et al (1969) in their
"multiple filter” group velocity dispersion tech-
nique. There, the window was very marrow io
scparate single froquency arrivals in a dispersed
wavetrain, The resolution is controlled by the dope
of the exponential curve, oo

Improved resolution in one domain causes the
imverse etfect in the other domain. The sdvantage
of the Gaussian function is that the product of the
BMS duration, D D4, in the frequency and time
domain remains constant (see Papoulis, 1962, Sec-
tionn 4.4) The frequency-time resclution which
can be messured a3 1Dy, Dy, which is greater for
the Gavssian function thun that for any other type
of nonbanddimited fonction. Therefore, the
Gansstan fumctlon can he considered as eguivalent
to the optimum filter function [Dziewonski ef al.,
1969,

For the practical filtering purposes, the resoluti-
on is limited by the quality of the filtered signal
that can be obtained. Thercfore, a compromise
should be sought between the bandwidth and
the slope of the Gaussian function. For a fixed
pass band, the sidelobe effect on the filtered signal
can be reduced by decreasing the slope a. A steeper
slope can be tolerated on a wide pass-band than on
a narrow passband filter,

IV, TEST USING SYNTHETIC DATA

The new type of band-pass filter described in
section 1T has besn tested using synthetic VEP
data. The synthetlc Bata were formed by adding
two sinusobdal noie waves to the npoisdree syn-
thetic traces, computed using a source signal with a
dominant frequency of 100 Hz (Fipure 1), The
first sinousoidal wave (3 a low frequency (10 Hz)
noise with a signal to noise ratio (relative to Figure
2) equal to 2. The sccond sinusoidal wave is a high
frequency (200 Hz) mois with a 5N ratlo equal
fo 5. The result of the superposition can be seen
in Figure 3 (a}.



T A |

Figure 2
Noise-free ic V5P scismograms for a simple
three layer velocity model. The dominant UENEY
of the signal is 100 Hz. Note the presence of both
upgoing and downgoing waves. The inclades
primaries and multiples up 1o order 2

To demonstrate the effectivencss of the filter,
the result has been compared (o the boxcar spectral
window alone and to the effect of using a trape-
zoidal spectral window. A traperoidal filter is spoci-
fied in terms of its cut-off frequencies (Jow—cut
and  high—cut) and cut-off slopes (dBjoctave),
assumed straight. For comparison purposes with
the trapezoidal filler, the same bandwidth and slope
were used. For example, for s band-pags of 30—120
He and o = 50 in our filter, the closest trapezojdal
filter has a slope of 10 dB/octave in the low-cut
region and —40 dB/octave in the high-cut region.

Figure 3 (2) ilhustrates the input data used in this
evaluation. A hand-pass of 30—120 Hz (two octa-
ves) has been chosen, Figure 3 (b) is the filtered
output after applying the hoXcar spectral window.
Figure 3 (c) is the output after applying the trape-
zoidal fllter. Figure 3 (d) is the output after apply-
ing the new filter with o = 50.

It can be seen that these three types of filter
remove the additive noise. Also, the coherency
of evenis is greatly enhanced. The result of trape-
zofdal filter is hetter than that of the boxcar filter,

T A T Y

The sidelobe effect evident in Figure 3 (h) has been
greatly suppressed in Figure 3 (c). Comparing the
trapezoidal filter result (Figure 3 (c) with that of
the new filter (Figure 3 — d) we observe improved -
performance with the latter, The sharp corner in
the trapezoidal filter has introduced distortion
of the flrst arrivals. A low frequéncy trough pre-
cedes the true first peak (Figure 2),

Figure 4 (g} to (d) déemonsirate the effect of
increasing the dope, @, in the new filter, The same
input data as displayed in Figure 3 (a) were used.
The bandwidth of the band-pass filter was reduced
to one octave (65—130 Hz) and cutputs computed
Tor & values of 50, 75, 100 and 140 (see Figure 4).
An improvement in the guality of the fltered
signal in terms of the suppression of the sidelobe
iz cvident with incressing @. However, there must
be a maximum limit of @ otherwise this filter will
begin to pass umwanted noise frequencies. For a
steeper slope (smaller &) a wider bandwidth can be
used which alswo wields the suppression of the
aidelobe.

¥, SUMMARY

Band-pass filtering i required in the processing
of V5P data to window the frequency range of in-
terest. As an additional benefit, the coherency of
the cvents increéases. Band-pass filtering is parti-
cularly important a3 a prelude to velocity filtering
and f — k migration. The data must be first secured
free from spatial aliasing.

The band-pass filtering process has been cffecti
vely accomplished using a new type of band-pass
filter. This filter is the result of convolving a boxcar
spectral window and a frequency shifted Gaussian
window which produces a wery smooth transition
between the passband and the stopband region.
The quality of the filtered uﬂtpm can be casily
controlled by compromizing the bandwidth and the
slope of this filier.
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RAW SYNTHETIC BOXCAR :30—120 HZ
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0.0 s 100 150 200 250

00 S50 100 150 200 250
TIME [ MS )

TIME (M5 )
(a)

(k)
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Figure 3
Diagram {a) is the input data. Diagram (b}, (c), and (d) are the output after applying the boxcar spectral
window, the trapezoidal filter and the new type of band-pass filter respectively
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GAUSS FILT _65-130 HZ, ALPHA: 50.

S
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(c)

GALISS FILT : 65—130 HZ, ALPHA: 75.

00 50 100 150 200 250

TIME (M5)
(b)

GAUSS FILT : 65—130 HZ, ALPHA: 140.

00 so 100 150 200 250

TIME (MS)*
(d)

’['harﬂmunmrulhgthr.-shpe,r.l.untheqmlilarn{meﬂlmmutpm-ﬂnuihedecmnfm.mh-
put data, is shown in Figure 3 (a)

10

Schantific Contribution 1/88




REFERENCES

Ackroyd, M H., 1973 — Digiral Filters, Butterworth,
London.

Al Sadi, HN., 1980 — Seismic Exploration, Tech-
nigues and FProcessing, Birkhauser Verlag, Stutt-
gart.

Bath, M., 1974 — Specrral Analysis in Geophysics,
Elzevier, Mew York, p. 155,

Bogner, R.E. and Constantinides, A.G,, 1975 — in-
troduction to Digital Filtering, Wiley, New York,

Bracewell, R., 1965 — The Fourier Transform and
ity Applications, MeGraw-Hill, Mew York.

Brigham, E.Q., 1974 — The Fast Fourier Transform,
Frentice Hall, Englewood Cliff, New Jersey,

Champeney, D.C., 1973 — Fourler Transform and
their Physical Application, Academic Fress, Lon-
don.

Cooley, J.W. and Tukey, I.W., 1965 — An Algo-
rithene for the Machine Caleulation of Complex
Fourier Series, Mathematics of Computation 19,
297 - 301.

Deiewonski, A., Block, 5. and Landisman, M., 1969 —
A Technique for the Analysis of Transient Seis-
miic Signals, Bulletin of the Saismological Society
of America, 59,427 - 444,

Gold, B. and Rader, CM., 1969 — Digital Processing
af Signaly, McGraw-Hill, New York.

ﬁnlﬂ!_u, RM. and Kaiser, 1.F., 1964 — Design of

Eclantific Contribution 1/88

Wideband Sampled-Data Filter, The Bell Tele-
phone Technical Jowrnsl 43, 1533 - 1546,

Kanasewich, E.R., 1981 — Time sequence Analysis
In Geophysics, The University of Alberta Press,
3" Edition, Alberta, p. 110.

Mooney, HM., 1968 — Short Nore-Pole and Zero
Design of Digital Filters, Geophysics 33, 354,

Oppenheim, A.V. and Schaffer, R.W_, 1975 — Digiral
Signal Processing, Prentice-Hall, Englewood CLfY,
Mew Jersay,

Papoulis, A., 1977 — Sigmal Analysiz, McGraw-Hill,
Tokyo, p. 383,

Rabiner, L.R, and Gold, B., 1975 — Theory and Ap-
plication of Digital Signal Processing, Prentice-
Hall, Englewood Cliffs, Mew Jersey,

Rabiner, L.R. and Rader, CM., 1972 — Digital Sig-
nal Processing, TEEE Press, New York.

Rader, C.M. and Gold, B., 1967 — Digital Filters De-
sign Technigues in The Frequency Dowmagin, Proc.
[EEE 55, 149 - 171.

Robinson, E.A. and Treitel, 8., 1964 — Principles of
Drigital Filtering, Geophysics 23, 44 - 57.

Shanks, I.L.. 1967 — Recursive filters for digital
FProcessing, Geophysics 32,33 - 51,

Sheriff, R.E., 1973 — Emcyclopedic Dictionary of
Exploration Geophysics, Society of Exploration
Ceophysicists, Oklahoma,

L

1



